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Abstract

The study presents a novel application of measures of the structure of variability to ground reaction force (*GRF*) trajectories and highlights the use of such measures to provide valuable information about coordination of the golf swing. The variability and regularity of *GRF* trajectories were quantified for iron and driver shots from three participants with different skill levels. Pointwise Median Absolute Deviation (*p-MAD*) was used to indicate the variability of *GRF* trajectories across their length and two alternative methodologies, Sample Entropy (*SampEn*) and Cross-Sample Entropy (*Cross-SampEn*), were used to determine their regularity. For both driver and iron shots, results showed that whilst there was no difference in the magnitude of variability between any of the participants, there were differences in the structure of this variability. In general, the *GRF* of the highest skilled participant was significantly more regular than that of the lesser skilled golfers. However, differences occurred across the various components of *GRF*. Thus, entropy measures can provide additional valuable information concerning dissimilarities among golfers of various skill levels and may indicate differences in neuromuscular system coordination during the golf swing. This study highlights the importance of considering the structure of variability, as well as its magnitude, and describes methods which could be applied to further investigations.
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1. Introduction

Variability in human motor performance is an inherent feature of movement and reflects the complexity of the human movement system. Repetitive attempts at a motor task are synonymous with kinematic and kinetic variability. Trial-to-trial differences in movement are characteristic of all human movement and occur both within and between individuals and at all levels of task familiarity and skill1,2,3. Bernstein4 described the process by which the multiple degrees of freedom of the body can combine with external forces to produce many patterns or strategies with equivalent outcomes. This motor abundance5 allows for equivalent task outcomes in the presence of different movement strategies. Kinematic and kinetic variability in the human movement system can present as the result of changing perturbations and constraints across different task attempts, but is not necessarily linked to variability in task outcome or endpoint variability6.

It is now generally accepted that variability is not necessarily a negative property of a motor system, rather its interpretation is more complex3. The total variability may be composed of both random fluctuations and functional changes associated with properties of the motor system. These random fluctuations can be associated with the biological noise in the neuromuscular system, measurement noise and other external sources of variation, such as changes in the environment or task6,7. Measured variability combines information about error and the underlying dynamics of the movement system. Increased variability could have positive, negative or neutral implications for the task performance.

To extract the maximum information about the underlying system dynamics, it is not sufficient to quantify only the magnitude of variability in a signal. Rather, the temporal organisation or structure of the variability in a signal should also be considered. Depending on the amplitude of the signals, a sine wave and random noise may display the same standard deviation. However, the signals clearly have different structures, which is not acknowledged by examining the magnitude of variability. Other measures are required to examine the structure of variability8,9. There is growing recognition that quantifying the magnitude of variability does not sufficiently describe the variation in a biomechanical system and the use of tools designed to quantify the structure of variability is growing in popularity.

Whilst there are many different nonlinear methods which can be employed to quantify the structure of variability, this investigation focusses on entropy measures. Entropy refers to the predictability or randomness of the system being studied, and there are several algorithms which have been used to estimate the entropy of time series data9. These entropy measures provide a measure of pattern recurrence or regularity. The measures are used to indicate the complexity of a system, and are considered suitable for biological systems whose variability derives from both deterministic and stochastic sources9,10. Entropy measures have been used to investigate changes in motor strategies and differences in skill level within other sports, such as race walking10.

The requirement of long input signals, which capture a system over many cycles, has mainly restricted the use of nonlinear tools to movements where these signals are readily available, such as gait or heart rate9. However, there are many discrete movements in the biomechanical domain with limited research demonstrating the value of such statistics in these movements. For example, Preatoni et al.10 investigated the stance phase in differently skilled race walkers, utilising an alignment process to join discrete stance phases into a single pseudo-periodic time series with discontinuities at the junctions between signals. Preatoni et al.10 suggested that these discontinuities would have negligible effect on the results due to the small percentage of the signal in which they occurred. This investigation utilized two related measures, Sample Entropy (*SampEn*) and Cross-Sample Entropy (*Cross-SampEn*). The second of these measures requires no alignment process and thus the use of these two related measures should provide evidence to judge whether the presence of discontinuities presents an issue.

The golf swing is a high energy, full body movement which places a high demand on coordination to produce both speed and accuracy of the resulting shot. Whilst outcome consistency is clearly desirable, it is still unclear how movement variability and outcome variability are related in the golf swing. Research has focussed on outcome variability11 or measurements of club movement12, and has not provided a link between these two types of variability. There has also been little research interest in the variability of *GRF* and moreover, nonlinear tools of the type proposed in this investigation have yet to be applied to investigations of the golf swing. The presence of external forces is necessary to generate an impulse which affects the motion of the body. The primary method in which this is achieved during the golf swing is through the golfers’ interaction with the ground. Thus, the GRF is important in understanding the mechanics of a successful swing13. The high coordinative demands and apparent advantage of consistency makes the golf swing an intriguing subject for the investigation of variability.

This paper presents a multiple case study of the variability of *GRF’s* of three differently skilled golfers with two different clubs. The aims of the study were: (1) to examine both the structure and magnitude of *GRF* variability during the golf swing and consider the differences compared to an examination of only the magnitude of variability; (2) to compare two non-linear tools which assess the structure of variability and their application to discrete movements.

2. Methods

2. 1. Participants

Three right-handed male golfers, with different skill levels as determined by handicap category, participated in the investigation. The participants had the following attributes: age: 53, 49, and 23 yr; mass: 89.2, 78.6, and 62.7 kg; height: 1.80, 1.68, and 1.59 m; and handicap: 4, 18, and 22 for Participants 1, 2 and 3, respectively. Participants provided written informed consent and were free from injury at the time of testing. All procedures complied with the ethical approval granted by the University’s institutional review board prior to the commencement of the investigation.

2. 2. Apparatus

A Doppler radar based launch monitor (Trackman 3, Trackman Golf, Vedbaek, Denmark) was used to measure shot outcomes and initial launch conditions, including ball speed, launch angles and ball spin. A three-camera motion capture system (Oqus 300, Qualisys, Gothenburg, Sweden), recording at 1000 Hz and utilising previously reported algorithms11, was used to calculate clubhead presentation variables for all shots. Launch and clubhead variables were defined according to previous work14. Carry distance, distance travelled during ball flight, was used in place of total distance to avoid the utilisation of a model of ball roll (Fig. 1).

Figure 1. Schematic representation of shot outcome, initial launch and clubhead presentation variables. Amended with permission from Taylor and Francis Ltd. (www.tandfonline.com)11.

A separate eight-camera 500 Hz motion capture system and Qualisys Track Manager (QTM) software (Oqus 300, Qualysis, Gothenburg, Sweden) were used to collect three-dimensional coordinate data of four retroreflective markers attached to the shaft. Ground reaction forces were measured using two force platforms (OR6-6-OP-2000, AMTI, Watertown, MA) sampling at a frequency of 500 Hz. The global coordinate system was defined with its origin at the anterior intersection of the force platforms with the X axis pointing left-right, the Y axis pointing posterior-anterior and the Z axis vertical for the golfer at address. Force data were synchronised with the eight-camera motion capture system and collected using the QTM software. An acoustic trigger was used to jointly trigger both motion capture systems and the force platforms on ball impact. Data were collected for a period of four seconds, including two seconds of pre-trigger data, for each swing.

2. 3. Data collection

Participants undertook one testing session at an indoor driving range bay at The R&A’s equipment test centre. Participants were situated inside the testing bay and shots directed through a 3 m x 3 m doorway onto a driving range. After an opportunity for self-directed warm up, participants hit 20 shots at a self-selected pace. The shots were ten driver shots and ten 5-iron shots in the order five drivers, five irons, five drivers, and five irons. For both clubs, participants were directed to hit a straight shot towards a target placed 250 yards downrange. For each swing, data for launch conditions, clubhead presentation kinematics, club motion and ground reaction force were collected. Miss-hit shots, as determined by the participant, or those not captured by the measuring equipment were discarded and the shot repeated. The three participants discarded three, two and one shots, respectively.

2. 4. Data analysis

Three-dimensional coordinates of the club shaft markers were used to calculate the global club angle using Visual 3D (C-Motion, Germantown, MD) and swing events were defined and calculated according to the definitions of Ball and Best15. All further analysis was conducted using MATLAB (Mathworks, Natick, MA). *GRF* trajectories were normalised between participants by dividing by the participants’ bodyweights in Newtons.

Time series are required to be of equal length for the entropy analysis. This was achieved using a two-step process. First, the timings of swing events were used to create *GRF* trajectories which began at takeaway and finished at impact. Data were then removed from the start of the signal so that all signals were the length of the shortest signal on a participant-by-participant and club-by-club basis. The maximum amount removed from the start of a signal was 89 frames. This equated to 13.8% of the signal, but only a small movement (<5 cm) of the clubhead. However, this was preferred over normalising all signals to a given number of points, as this process creates new signals with distorted velocity characteristics. Other methods for creating equal length signals were tested, and no clear effect was observed between this trimming and the results of the entropy calculations. The Median Absolute Deviation (*MAD*) statistic was chosen to quantify variability in the clubhead and launch data, as it is robust to outliers11. Variability in the trajectories was assessed using pointwise Median Absolute Deviation (*p-MAD*), where the *MAD* of the trajectories was calculated for each time point consecutively.

*SampEn* measures the regularity of a signal16 and has been well utilised in biomechanics research10,17,18. The algorithm gauges the presence of similar patterns in a time series by calculating the logarithmic probability that two sequences of *m* points remain similar for incremental sequences of *m+1* points. *Cross-SampEn* only differs from *SampEn* in that it estimates the repeatability of two discrete time series rather than one long time series and can thus be applied to the separate biomechanical time series derived from discrete movements without an alignment process9 (see appendix for full descriptions). Both measures tend to zero for regular or periodic time series and increase with increasing unpredictability. Whilst not a strict measure of complexity, as predictability is assessed over just one scale and not several9, regularity relates to the complexity of the system generating the signal and a decrease in entropy may indicate a loss of complexity10,19.

For the *SampEn* calculation, new signals were created by joining together the equal length *GRF* signals to create new signals, which included all ten swings for each participant and club. The time series derived presented discontinuities at the junctions between signal. However, these discontinuities accounted for a small percentage of the overall signal. *SampEn* was then calculated for each of the 12 signals created, two feet by two clubs by three components of *GRF*. *Cross-SampEn* was calculated for all possible comparisons within participant and club. As there were 10 shots with each club, there were 45 unique pairwise comparisons per condition and the median of these comparisons was used to compare to *SampEn*.

The selection of the parameters, template length *m* and tolerance *r*, is highly important in entropy calculations. *SampEn* and *Cross-SampEn* were calculated with a range of template lengths *m* = 1, 2, …, 6 points and tolerances *r* = 0.001, 0.002, …, 0.020 bodyweights (BW’s). The *SampEn* score and the median and *MAD* of *Cross-SampEn* pairwise comparisons were inspected to determine the effect of changing these parameters on the results of the entropy analyses. Whilst different tolerances produced different entropy values, the pattern of scores from different participants was consistent across a range of parameter values. Parameter values, which gave results reflecting these consistent patterns, include template length *m* = 3 and tolerance *r* = 0.004 BW.

*Cross-SampEn* scores were grouped into 12 categories based on the club used (driver or iron) and component of *GRF* for each foot (left or right foot and X, Y or Z component). Kolmogorov-Smirnov tests indicated that *Cross-SampEn* scores were significantly non-normal which was confirmed through inspection of the quartile-quartile plots and histograms. Therefore, non-parametric hypothesis tests were used. For each category, Kruskal-Wallis tests (*α*=0.05) and pairwise Wilcoxon comparisons with Bonferroni post-hoc adjustment were used to detect differences between the participants. Wilcoxon rank sum tests were used to investigate differences in *SampEn* and *Cross-SampEn* scores between the two clubs and the left and right feet. Cohen’s *d* effect sizes (*d*) were estimated to gauge the size of differences. Cohen’s *d* values of greater than 0.2, 0.5 and 0.8 denoted small, medium and large effects, respectively20. All statistical analysis was performed using SPSS (SPSS v.23, IBM, Armonk, NY).

3. Results

Tables 1 and 2 present the median (± *MAD*) values for shot outcome, ball launch, clubhead presentation, impact location and swing timing variables. Jointly examining the shot outcome variables, carry distance and carry side, gives an indication of task success and shows that Participant 1 had the highest task success, followed by Participants 2 and 3, respectively. However, Participants 2 and 3 appeared to be more closely matched in skill to each other than Participant 1. In most variables, *MAD* values showed a general trend, whereby Participant 1 had the lowest variability followed by Participants 2 and 3, respectively. However, as might be expected with the multiple single subject methodology, these patterns are subject to inter-individual variation and exceptions are evident.

Table 1. Median ± MAD of outcome and launch variables

Table 2. Median ± MAD of clubhead presentation, impact location and swing timing variables

Variability in *GRF* during the swing, shown with *p-MAD*, was uniformly low for all participants with both clubs (Fig. 2). However, most participants displayed higher *p-MAD* in the vertical component of *GRF* with a slight increase in *p-MAD* during the downswing in all cases. Regarding entropy, Participant 1 displayed the highest *SampEn* and *Cross-SampEn* scores, and thus lower regularity in *GRF* in almost all conditions. An exception was the vertical (Z) component of left foot *GRF* in which Participant 3 showed the highest entropy values out of all participants. Comparing Participant 2 and 3 showed no clear pattern, with one individual having higher entropy values in some components of *GRF* and the other having higher entropy values in others (Figs. 3 and 4). S*ampEn* and *Cross-SampEn* scores were higher, denoting lower regularity, in the Z component of *GRF* for both feet for all participants and clubs and displayed similar patterns for all participants.

Figure 2. Median left and right foot *GRF* trajectories for each participant with driver and iron clubs. Shaded region indicates 3 *MAD*’s as calculated using *p-MAD*. Median MAD values are shown on each graph.

Figure 3. SampEn with *r* = 0.004 for left and right foot GRF during driver and iron swings

Figure 4. Median (± one MAD error bars) Cross-SampEn with *r* = 0.004 for left and right foot GRF during driver and iron swings

A Kruskal-Wallis test revealed statistically significant differences in *Cross-SampEn* scores between participants for all 12 categories (Table 3). Post-hoc pairwise Wilcoxon tests with Bonferroni adjustment revealed statistically significant differences between the participants in all but five cases. In these cases, there was no statistically significant difference between two participants, but there was between these two participants and the third participant. In the exception to the trend highlighted above, where Participant 3 had the highest *Cross-SampEn* value, the difference between Participant 1 and Participant 3 had a small effect size and was not statistically significant. Effect sizes ranged from no effect to a large effect.

Table 3. *Cross-SampEn* results including Kruskal-Wallis tests (Test statistic, *H(df)*, and alpha level, *α*) and post-hoc pairwise Wilcoxon tests with Bonferroni adjustment (test statistic, *U*, z-score, *z*, alpha level, *α* and effect size, *d*). Statistically significant hypothesis tests (*α* < 0.005) are highlighted in grey. Asterisks indicate small (\* - *d* > 0.20), medium (\*\* - *d* > 0.50) and large (\*\*\* - *d* > 0.80) effect sizes

Wilcoxon rank-sum tests revealed that there was a statistically significant difference in *Cross-SampEn* between the left and right feet (*Ws* = 707558, *z* = 5.42, *α* <0.001, *d* = 0.13) However, Cohen’s effect size descriptors suggested no effect between the two feet. Conversely, there was no significant difference between *SampEn* scores between the left and right feet (*Ws* = 361, *z* = 0.89, *α* =0.389, *d* = 0.15). Regarding the driver and the iron clubs, there was no significant difference in *Cross-SampEn* values (*Ws* = 673022, *z* = 1.76, *α* = 0.079, *d* = 0.04) or *SampEn* scores (*Ws* = 347, *z* = 0.44, *α* = 0.673, *d* = 0.07) between the two clubs.

4. Discussion

The aims of the present study were to demonstrate the use of measures of the structure of variability in the study and interpretation of variability. This was achieved through the utilization of measures of both structure and magnitude of variability in the investigation of *GRF* variability in three differently skilled golfers with two different clubs. This investigation utilised two related methods for estimating the entropy of a group of discrete signals, *SampEn* and *Cross-SampEn*.

The outcome variables, carry distance and carry side, were an indicator of task success which allowed the participants skill levels to be more accurately assessed rather than using their handicap. It should be noted that with all other things remaining constant, a higher carry distance will result in a higher carry side. Thus, to estimate skill, both variables must be considered jointly. The variability in shot outcome, launch variables and clubhead presentation was broadly similar to that reported by Betzler et al.11 who investigated the driver shots of 285 male and female golfers. In that investigation, Betzler et al.11 reported that low-handicap golfers exhibited significantly lower variability in several clubhead presentation variables. Similarly, in this investigation, the lowest variability in outcome, launch and clubhead presentation variables was displayed by Participant 1, the lowest handicap and highest performing golfer. Whilst Participant 1 was the highest performing golfer, Participants 2 and 3 were closer in skill level to each other than to Participant 1. However, as might be expected due to the multiple single subject study design, there was inter-individual variation in both outcome and variability measures.

A linear measure of the variability in *GRF*, *p-MAD*, showed no difference between the golfers. All three golfers displayed similar patterns where the variability in *GRF* was uniformly low throughout the backswing. A slight increase in *p-MAD* occurred during the downswing for all golfers, but considering the number of participants, it is not appropriate to speculate on the meaningfulness of this effect. However, this result differs from previous investigations of the variability of the clubhead during the golf swing, where previous researchers have found a decrease in variability of the clubhead during the downswing12. The differences between clubhead variability and *GRF* variability may suggest compensatory variation, where variability in one subsystem can facilitate consistency in the desired outcome. This may be worthy of further investigation with a larger group of golfers.

Whilst the magnitude of variability in *GRF* was similar amongst the differently skilled participants, there appeared to be differences in the structure of variability in the *GRF* between the golfers. Both *SampEn* and *Cross-SampEn* showed decreased regularity in the *GRF* of Participant 1 in most of the components studied. That is, the highest skilled golfer was varying their *GRF* in a less regular manner, whilst the golfers with lower skill displayed more regular variations. Participant 2 and 3’s *SampEn* and *Cross-SampEn* scores were generally similar, reflecting the similarity in skill observed from the outcome variables. However, there was an exception in that Participant 3 had the highest *SampEn* value for the vertical (Z) component of left foot *GRF* with the driver club and the highest *Cross-SampEn* for the vertical (Z) component of the left foot *GRF* with both clubs. This could be a feature of Participant 3’s individual strategy, but it is difficult to speculate further.

In the scope of this investigation, the pertinent finding was that a measure of the structure of variability could, in most cases, differentiate between golfers of different abilities where the magnitude of variability showed no difference. This study has described a methodology to investigate the structure of variability in the *GRF* during the golf swing and further research could look to test the robustness of this finding and establish the potential patterns in groups of differently skilled golfers.

Entropy measures were higher in the vertical component of *GRF* than the medio-lateral and anterior-posterior components, but as a single tolerance value was used for all variables, this is more likely to be an indicator of greater absolute differences due to the increased magnitude of the vertical component. *SampEn* and similar measures are sensitive to the parameter values used in the calculations9. The larger overall magnitude results in a higher magnitude of differences between signals and thus, a vector which is similar with a length equal to *m* is less likely to be similar with a length of *m+1* (see appendix for details). The trends, both between and within participants, were consistent across a range of template lengths and tolerances. The differences in entropy measures among the golfers, in the presence of no clear differences in the magnitude of variability, suggest that this type of nonlinear measure could provide additional valuable information regarding the study of the golf swing.

Aside from the expected differences in outcome, launch and clubhead presentation variables caused by differences in club properties, there were no clear differences between the iron and driver clubs in any of the variability measures. Furthermore, there were no differences in the variability or entropy between shots performed with the two clubs. It was hypothesised that differences would present due to the different properties of the clubs and their different uses during competitive golfing. However, it is possible that the task set to the golfers, which was the same with both clubs, did not adequately reflect these differences. In the future, more ecologically valid tasks, such as the inclusion of a distance control element, should be investigated.

*Cross-SampEn* was used as an alternative to *SampEn*,which has been widely applied to topics where long continuous signals are more prevalent, such as gait and posture21,22. Whilst this measure has also been applied to discrete signals, through a process of joining these signals into a single pseudo-periodic signal10, the effect of discontinuities present in this new signal was not well understood. The *SampEn* provides a single estimate of entropy for a group of discrete signals, whereas *Cross-SampEn* must be applied to a pair of signals at a time, and thus generates a group of scores. In this investigation, there was agreement between the two methods and both methods facilitated the investigation of the structure of GRF variability during the golf swing.

5. Conclusion

This investigation demonstrated that entropy measures, as measures of regularity, can provide useful information regarding the structure of *GRF* variability in the golf swing. In the extant literature, higher entropy values have been associated with less rigid control over the body’s degrees of freedom and greater flexibility and adaptability in changing environmental conditions8. Greater entropy, generally displayed by the highest skilled golfer in this study, has been found in higher skilled race walkers10 and in healthy compared to pathological individuals23. Thus, this investigation broadly agrees with existing literature, although this certainly warrants further research in a large group of golfers. This paper presents the methodology for performing those investigations. The finding of increased entropy has been used to suggest that variability is not simply the product of random noise in the system and can thus be valuable in the performance of repeated tasks. Whilst these methodologies might appear complex, their application and interpretation provide a novel index of neuromuscular coordination, which could add value to future sports biomechanics research.
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Table 1. Median ± MAD of outcome and launch variables

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  |  | Shot outcome variables |  | Ball launch variables |
|  |  |  | Carry length | Carry Side |  | Ball Speed | Launch Angle | Launch Direction | Spin Rate | Spin Axis |
|  |  |  | (m) | (m)(+ve = right) |  | (m·s-1) | (°) (+ve = up) | (°) (+ve = right) | (°·s-1) | (°)(+ve = right) |
| Driver | Participant 1 |  | 198 ± 4.7 | 4.4 ± 7.66 |  | 62.9 ± 0.53 | 11.6 ± 0.99 | 4.4 ± 1.64 | 14480 ± 1186 | -6.2 ± 6.52 |
| Participant 2 |  | 177 ± 7.0 | 4.6± 12.01 |  | 58.5 ± 0.79 | 14.4 ± 1.54 | 0.8 ± 1.33 | 20450 ± 1962 | 0.4 ± 4.67 |
| Participant 3 |  | 147 ± 9.2 | 7.5 ± 8.94 |  | 52.2 ± 1.17 | 14.1 ± 2.05 | -3.3 ± 2.05 | 22270 ± 3293 | 15.9 ± 3.72 |
|  |  |  |  |  |  |  |  |  |  |  |
| Iron | Participant 1 |  | 158 ± 4.1 | 1.0 ± 8.92 |  | 53.8 ± 1.14 | 12.7 ± 0.89 | 5.4 ± 1.69 | 25030 ± 1553 | -8.2 ± 4.78 |
| Participant 2 |  | 132 ± 4.3 | -3.8 ± 12.85 |  | 49.4 ± 0.61 | 20.3 ± 1.09 | 2.8 ± 1.72 | 27910 ± 2176 | -5.1 ± 5.51 |
| Participant 3 |  | 128 ± 4.7 | 8.0 ± 10.07 |  | 46.0 ± 0.93 | 21.5 ± 1.76 | -1.0 ± 2.26 | 31280 ± 3429 | 7.7 ± 4.02 |

Table 2. Median ± MAD of clubhead presentation, impact location and swing timing variables

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  |  | Clubhead presentation | Impact location | Swing timing |
|  |  |  | Clubhead speed | Face Angle | Effective Loft | Effective Lie | Path Angle | Attack Angle |  | X position | Y position |  | Backswing duration | Downswing duration |
|  |  |  | (m·s-1) | (°)(+ve=open) | (°)(+ve = back) | (°)(+ve=toe-up) | (°)(+ve = left) | (°) (+ve = up) |  | (mm)(+ve=heel) | (mm)(+ve = up) |  | (s) | (s) |
| Driver | Participant 1 |  | 42.6 ± 0.19 | 3.3 ± 1.05 | 12.5 ± 0.92 | 0.7 ± 0.46 | 5.7 ± 1.12 | 5.6 ± 0.59 |  | -4.4 ± 8.32 | -4.7 ± 3.26 |  | 0.82 ± 0.050 | 0.28 ± 0.005 |
| Participant 2 |  | 40.6 ± 0.26 | 5.3 ± 2.11 | 18.5 ± 1.64 | 5.7 ± 0.79 | 4.4 ± 0.42 | 7.6 ± 0.65 |  | 6.5 ± 5.26 | -9.6 ± 4.27 |  | 0.93 ± 0.032 | 0.29 ± 0.006 |
| Participant 3 |  | 38.4 ± 0.25 | 5.3 ± 2.50 | 15.7 ± 1.56 | 7.1 ± 0.60 | -3.2 ± 0.96 | -0.1 ± 0.49 |  | 21.1 ± 9.47 | 8.1 ± 7.66 |  | 0.78 ± 0.021 | 0.31 ± 0.004 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Iron | Participant 1 |  | 36.8 ± 0.26 | 3.7 ± 1.63 | 18.1 ± 1.72 | -4.3 ± 1.09 | 6.6 ± 0.99 | -3.0 ± 0.49 |  | 0.4 ± 6.20 | -7.1 ± 3.17 |  | 0.80 ± 0.010 | 0.26 ± 0.005 |
| Participant 2 |  | 34.6 ± 0.29 | 3.9 ± 1.95 | 25.7 ± 1.81 | -1.9 ± 0.87 | 6.3 ± 0.80 | 2.6 ± 0.58 |  | 5.6 ± 5.10 | -5.0 ± 3.20 |  | 0.89 ± 0.011 | 0.30 ± 0.007 |
| Participant 3 |  | 33.7 ± 0.31 | 1.0 ± 2.63 | 28.0 ± 2.04 | -0.4 ± 0.96 | -5.2 ± 0.78 | -0.4 ± 0.49 |  | 7.2 ± 5.17 | -4.1 ± 4.36 |  | 0.75 ± 0.025 | 0.30 ± 0.008 |

Table 3. *Cross-SampEn* results including Kruskal-Wallis tests (Test statistic, *H(df)*, and alpha level, *α*) and post-hoc pairwise Wilcoxon tests with Bonferroni adjustment (test statistic, *U*, z-score, *z*, alpha level, *α* and effect size, *d*). Statistically significant hypothesis tests (*α* < 0.005) are highlighted in grey. Asterisks indicate small (\* - *d* > 0.20), medium (\*\* - *d* > 0.50) and large (\*\*\* - *d* > 0.80) effect sizes

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | Cross-SampEn Median ± *MAD* |  | Kruskal-Wallis test | Post-hoc pairwise Wilcoxon tests |
|  |  |  |  |  |  | 1 vs 2 |  | 1 vs 3 |  | 2 vs 3 |
|  |  |  |  | Participant 1 | Participant 2 | Participant 3 |  | *H (2)* | *α* |  | *U* | *z* | *α* | *d* |  |  | *U* | *z* | *α* | *d* |  |  | *U* | *z* | *α* | *d* |  |
| Driver | Left Foot | X |  | 0.07 ± 0.009 | 0.05 ± 0.016 | 0.04 ± 0.011 |  | 71.41 | <0.001 |  | 29.27 | 3.55 | 0.001 | 0.37 | \* |  | 69.40 | 8.42 | <0.001 | 0.89 | \*\*\* |  | 40.13 | 4.87 | <0.001 | 0.51 | \*\* |
| Y |  | 0.11 ± 0.011 | 0.04 ± 0.003 | 0.05 ± 0.015 |  | 94.34 | <0.001 |  | 78.40 | 9.51 | <0.001 | 1.00 | \*\*\* |  | 53.40 | 6.48 | <0.001 | 0.68 | \*\* |  | -25.00 | -3.03 | 0.007 | -0.32 | \* |
| Z |  | 0.17 ± 0.035 | 0.13 ± 0.049 | 0.18 ± 0.017 |  | 28.35 | <0.001 |  | 31.49 | 3.82 | <0.001 | 0.40 | \* |  | -10.76 | -1.30 | 0.576 | -0.14 |  |  | -42.24 | -5.12 | <0.001 | -0.54 | \*\* |
| Right Foot | X |  | 0.10 ± 0.010 | 0.05 ± 0.004 | 0.05 ± 0.008 |  | 88.80 | <0.001 |  | 63.13 | 7.66 | <0.001 | 0.81 | \*\*\* |  | 70.80 | 8.59 | <0.001 | 0.91 | \*\*\* |  | 7.67 | 0.93 | 1.000 | 0.10 |  |
| Y |  | 0.12 ± 0.009 | 0.06 ± 0.005 | 0.06 ± 0.011 |  | 83.05 | <0.001 |  | 67.20 | 8.15 | <0.001 | 0.86 | \*\*\* |  | 62.73 | 7.61 | <0.001 | 0.80 | \*\*\* |  | -4.47 | -0.54 | 1.000 | -0.06 |  |
| Z |  | 0.31 ± 0.055 | 0.25 ± 0.030 | 0.22 ± 0.027 |  | 57.29 | <0.001 |  | 37.82 | 4.59 | <0.001 | 0.48 | \* |  | 61.91 | 7.51 | <0.001 | 0.79 | \*\* |  | 24.09 | 2.92 | 0.010 | 0.31 | \* |
| Iron | Left Foot | X |  | 0.09 ± 0.010 | 0.07 ± 0.010 | 0.03 ± 0.010 |  | 98.08 | <0.001 |  | 37.49 | 4.55 | <0.001 | 0.48 | \* |  | 81.58 | 9.89 | <0.001 | 1.04 | \*\*\* |  | 44.09 | 5.35 | <0.001 | 0.56 | \*\* |
| Y |  | 0.11 ± 0.009 | 0.04 ± 0.003 | 0.06 ± 0.019 |  | 102.94 | <0.001 |  | 83.13 | 10.08 | <0.001 | 1.06 | \*\*\* |  | 49.73 | 6.03 | <0.001 | 0.64 | \*\* |  | -33.40 | -4.05 | <0.001 | -0.43 | \* |
| Z |  | 0.19 ± 0.045 | 0.15 ± 0.021 | 0.21 ± 0.024 |  | 66.55 | <0.001 |  | 61.49 | 7.46 | <0.001 | 0.79 | \*\* |  | 7.11 | 0.86 | 1.000 | 0.09 |  |  | -54.38 | -6.59 | <0.001 | -0.70 | \*\* |
| Right Foot | X |  | 0.10 ± 0.011 | 0.05 ± 0.006 | 0.06 ± 0.012 |  | 87.72 | <0.001 |  | 76.62 | 9.29 | <0.001 | 0.98 | \*\*\* |  | 46.71 | 5.67 | <0.001 | 0.60 | \*\* |  | -29.91 | -3.63 | 0.001 | -0.38 | \* |
| Y |  | 0.10 ± 0.010 | 0.06 ± 0.005 | 0.06 ± 0.010 |  | 93.38 | <0.001 |  | 77.11 | 9.35 | <0.001 | 0.99 | \*\*\* |  | 55.96 | 6.79 | <0.001 | 0.72 | \*\* |  | -21.16 | -2.57 | 0.031 | -0.27 | \* |
| Z |  | 0.30 ± 0.034 | 0.21 ± 0.021 | 0.23 ± 0.035 |  | 51.94 | <0.001 |  | 58.40 | 7.08 | <0.001 | 0.75 | \*\* |  | 38.73 | 4.70 | <0.001 | 0.50 | \*\* |  | -19.67 | -2.39 | 0.051 | -0.25 | \* |



Figure 1. Schematic representation of shot outcome, initial launch and clubhead presentation variables. Amended with permission from Taylor and Francis Ltd. (www.tandfonline.com)11.



Figure 2. Median left and right foot *GRF* trajectories for each participant with driver and iron clubs. Shaded region indicates 3 *MAD*’s as calculated using *p-MAD*. Median MAD values are shown on each graph.



Figure 3. SampEn with *r* = 0.004 for left and right foot GRF during driver and iron swings



Figure 4. Median (± one MAD error bars) Cross-SampEn with *r* = 0.004 for left and right foot GRF during driver and iron swings

Appendix

Richman and Moorman16 developed the *SampEn* algorithm as a modification of Approximate Entropy (*ApEn*) proposed byPincus19. *SampEn* displays more consistent behaviour for different parameter choices than *ApEn* and is largely independent of time series length16. The algorithm for calculating *SampEn* is as follows:

(1) Form a time series, *u = u(1), u(2), … u(N)*, which consists of *N* evenly spaced measurements

(2) Fix *m*, the vector length, as an integer value and *r*, the tolerance, as a positive real number

(3) Form the sequence of vectors ***xm***= ***xm(1)****,* ***xm(2)****, …* ***xm(N-m+1)***defined by ***x****(i) = [u(i), … u(i+m-1)]*

(4) Define the distance between two vectors as *d[****x****,****x\*****] = max|u(a)- u\*(a)|* where *u(a)* are the *m* scalar components of ***x***

(5) For each *1 ≤ i ≤ N-m+1*, use the sequence ***xm*** to construct:

where *1 ≤ j ≤ N-m+1* and i ≠ j

(6) Calculate,

(7) Form the sequence of vectors ***xm+1***

(8) Calculate,

(9) *SampEn* is defined as , however to resolve the limit *SampEn* is calculated as:

where and

*Cross-SampEn* is an application of the *SampEn* algorithm to two discrete time series of equal length, where the template *x(i)* is taken from a time series and the comparison vectors *y(j)* from the other time series9. Explicitly:

(1) Form two time series, *u = u(1), u(2), … u(N)* and *v = v(1), v(2), … v(N)* which consist of N evenly spaced measurements

(2) Fix *m*, the vector length, as an integer value and *r*, the tolerance, as a positive real number

(3) Form the sequence of vectors ***xm***= ***xm(1)****,* ***xm(2)****, …* ***xm(N-m+1)*** and***ym***= ***ym(1)****,* ***ym(2)****, …* ***ym(N-m+1)***defined by ***x****(i) = [u(i), … u(i+m-1)]* and ***y****(i) = [v(i), … v(i+m-1)]* likewise

(4) Define the distance between two vectors as *d[****x****,****y\*****] = max|u(a)- v\*(a)|* where *u(a)* and v*(a)* are the *m* scalar components of ***x*** and ***y*** respectively

(5) For each *1 ≤ i ≤ N-m+1*, use the sequence ***xm*** to construct:

where *1 ≤ j ≤ N-m+1* and i ≠ j

(6) Calculate,

(7) Form the sequence of vectors ***xm+1*** and ***ym+1***

(8) Calculate,

(9) *Cross-SampEn* is defined as , however to resolve the limit *Cross-SampEn* is calculated as:

where and

Both measures **have no units,** are undefined in cases where there are no similar vectors and neither method is direction dependent9.