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Abstract. Classification of Electroencephalography (EEG) signal is an
open area of re-search in Brain-computer interfacing (BCI). The classi-
fiers detect the different mental states generated by a subject to con-
trol an external prosthesis. In this study, we aim to differentiate fast
and slow execution of left or right hand move-ment using EEG signals.
To detect the different mental states pertaining to motor movements,
we aim to identify the event related desynchronization/ synchronization
(ERD/ERS) waveform from the incoming EEG signals. For this purpose,
we have used Welch based power spectral density estimates to create the
feature vector and tested it on multiple support vector machines, Nave
Bayesian, Linear Discriminant Analysis and k-Nearest Neighbor classi-
fiers. The classification accuracies produced by each of the classifiers are
more than 75% with näive Bayesian yielding the best result of 97.1%.
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1 Introduction

Brain-computer interfacing (BCI) is a field of study which aims to provide a com-
munication channel between the mental commands generated from the brain of
a user and an external device (say, a robot) without any muscular interven-
tion [1]. Earlier studies in BCI aimed at providing rehabilitation to physically
challenged patients suffering from Amytrophic Lateral Sclerosis (ALS), cerebral
palsy, stroke, paralysis and amputee [2]. But recent advances in BCI has opened
newer fields of application in communication and control, gaming, robotics and
military [3-5].

Electroencephalography (EEG) is the most frequently used form of brain
measure because it is non-invasive, portable, easy to use, widely available, and
has a good temporal resolution [6]. EEG is a non-linear, non-stationary, non-
Gaussian signal [1] and for this reason information relating to the mental states



2 Authors Suppressed Due to Excessive Length

of the user cannot be ascertained directly from the raw data. Thus, to extract the
relevant features and classify the mental states of the user, an EEG-BCI module
is made of the following components: i) Pre-processing, where the incoming
signals from the EEG amplifier are filtered to the required frequency bands, ii)
Feature Extraction, where the characteristic information from the filtered EEG
signals are extracted using signal processing algorithms, and iii) Classification,
to decode between the different mental states from the EEG signal [7]. Existing
literatures in BCI have widely used time-, frequency-, time-frequency-, and non-
linear domain as feature extractors [1, 3, 5, 6, 8] and algorithms like Support
Vector Machine (SVM), Linear Discriminant Analysis (LDA), Nave Bayesian
and Neural Networks for classification [9].

Different mental states leads to generation of diverse brain signal modalities.
A few well known ones are steady-state visually evoked potential (SSVEP), slow
cortical potential (SCP), P300, event related desynchronization/synchronization
(ERD/ERS) and error related potential (ErRP)[2]. The selection of brain signals
(or signal modality), is an important issue in EEG-BCI analysis and it depends
on the cognitive task performed by the subject. ERD/ERS originates during
motor planning, imagination or execution (also referred to as motor imagery
signals)[10] and thus, this signal finds relevance in our study. ERD/S waveforms
are pre-dominantly obtained from the alpha (8-12 Hz) and central beta (16-24
Hz) rhythm[2].

Existing literatures [11-14] on motor imagery EEG signal classification have
extensively classified between left and right motor imagery signals. In this paper,
we aim to classify the speed of execution of the motor imagery tasks given to
the subjects. For this purpose, we have designed a two-level hierarchical classi-
fication strategy, where the first level classifies between the left and right hand
movement and the second level differentiates between fast and slow movement of
the respective limb (as decided in the first level). Here, we have employed Welch
based Power Spectral Density estimates in the alpha and central-beta band as
features and linear discriminant analysis, k-nearest neighbors, näive Bayesian
and Support Vector Machines as classifiers. The results thus obtained, suggests
that our proposed classification strategy is successful in classifying the mental
states of fast and slow movement for both the left and right hand.

The rest of the paper is organized as follows: Section 2 describes the details
of the experiments along with the data processing and classification strategies
implemented in this study, the results are discussed in Section 3 followed by the
concluding remark in Section 4.

2 Experiments and methods

In this study, we have separated the fast and slow execution of the left and right
hand movement according to the instructions given to the subject. The complete
scheme for this study is given in Fig. 1. Following the data acquisition of EEG
signals according to different mental states, the first step involves the filtering
of the raw signal. In the second step, the features are extracted using Power
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Spectral Density leading to the formation of the feature vectors. The feature
vectors are used as inputs to the classifiers to determine the mental state of the
user. Nine right-handed subjects (4 male and 5 female) have participated in this
study over 3 separate sessions organized in 3 different days.

Fig. 1. A block diagram representation of our overall scheme.

2.1 Visual Cue

The subjects perform the motor execution tasks based on the instructions given
on a visual cue. Each session consists of 100 trials (25 each for right-hand fast
move-ment (RHF), left-hand fast movement (LHF), right-hand slow movement
(RHS) and left-hand slow movement (LHS)). The timing scheme for each session
(as shown in Fig. 2) are as follows: In the first second, a fixation cross ‘+’ is
displayed on screen which is an indication to the subject to get ready to perform
the task. In the next screen, instruction is given to the subject on the speed of
execution, i.e., slow and fast movement. This screen lasts for 1 second following
which left or right arrow is displayed according to which the subject moves the
respective limb either slowly or briskly (based on the instruction in the previous
screen) for 3 seconds. At the end of each trial, a blank screen of 2 seconds is
displayed during which the subject can relax.

Fig. 2. The timing scheme diagram of a visual cue
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2.2 Experimental setup

In this experiment, a NeuroWin (manufactured by NASAN) EEG machine with
19 electrodes ( Fp1, Fp2, F8, F4, Fz, F3, F7, T4, C4, Cz, C3, T5, T6, P4, Pz,
P3, T7, O2, O1) is used to record the mental states of the subjects. The left
ear is used as a reference and FPz location is grounded. The EEG is recorded
using gold plated electrodes and the impedances are kept below 5 kΩ. The EEG
signals are amplified, sampled at 250 Hz, and band-pass filtered between 0.5 and
35 Hz.

2.3 Pre-processing

Motor imagery signals originates from the primary motor cortex, supplementary
motor area and pre-motor cortex from the brain [2]. Thus, locations in between
the frontal and parietal lobe contains the maximum information on motor related
tasks. For this purpose, we have analyzed the signals acquired from F3, F4,
C3, C4, P3 and P4 electrode locations in this study. Before feature extraction,
we spatially filter the signals from the six electrodes using Common Average
Referencing (CAR) [2] method to reduce the effect of neighboring locations from
these signals. Then, we temporally band pass filter the signals in the bandwidth
of 8-25 Hz using an IIR elliptical filter of order 6, pass-band attenuation of 50 dB
and stop-band attenuation of 0.5 dB. The merit of selecting elliptical filter lies
in its good frequency-domain characteristics of sharp roll-off, and independent
control over the pass-band and stop-band ripples [15].

Based on the timing sequence of the visual cue, sample points from the 2nd
second to the 5th second (3 seconds in total) are extracted from each trial for
data analysis.

2.4 Feature Extraction

Following pre-processing, we apply Welchs’ based power spectral density to de-
termine the feature vectors of the EEG signals at each trial. Welchs’ method is
a parametric method of estimation of power spectral density [16]. Power spec-
tral density (PSD) portrays the distribution of power in the frequency domain.
Welch method divides the time series data, x(n) into possibly overlapping seg-
ments over a length L, a weighting vector wk is applied to each segment and
a modified periodogram of each segment is computed using a discrete Fourier
transform(DFT) thereby averaging the PSD estimates. Thus Welch PSD esti-
mate can thus be summed up as,

P (wk) =

N−1∑
n=0

|DFT (xn)|2 (1)

In this paper we have selected a hamming window of size 250 over the com-
plete frequency range and an overlap percentage of 50%. From the whole fre-
quency range of 0 to 125 Hz (since 250 Hz is the sampling frequency), only



Title Suppressed Due to Excessive Length 5

estimates from the bands of 8-12 Hz and 16-24 Hz are selected to construct the
feature vector. The final dimension of the feature vector is 14. Fig. 3 illustrates
an example of the power spectral density estimates of fast and slow movement
for both limbs based on the EEG obtained from channel location C3.

Fig. 3. The power spectral density estimates from electrode C3 for the four different
mental tasks performed by a subject.

2.5 Classification

Fig. 4. The hierarchical classification strategy implemented in this study.

The classification scheme implemented in this study is shown in Fig. 4. Two
levels of hierarchical classifiers are implemented, where the first level classifies
between the left and right hand movement (Classifier 1) and the second level
differentiates between fast and slow movement (Classifier 2 and 3). Consequently,
the final output is in the form of right-hand fast movement (RHF), left-hand
fast movement (LHF), right-hand slow movement (RHS) and left-hand slow
movement (LHS).
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In this paper, we have used support vector machine (SVM), näive Bayesian
(NB), linear discriminant analysis (LDA) and k-nearest neighbor (kNN) to dis-
tinguish between the different levels of classifiers [9].

3 Results and Discussions

The analysis of the whole experiment is performed in a Matlab 2012b platform
on a computer with the following specifications: Processor Intel i7 @ 3.2 GHz, 8
GB RAM.

The total feature vector is partitioned into two separate datasets, training
and testing dataset, over 10 runs using k-fold cross validation approach [17].
Classification Accuracy and Computational Time are the metrics used to analyze
the dataset using the four classifiers: SVM, NB, LDA, and kNN and the results
are shown in Table 1. As noted in the table, all the three classifiers: Classifier
1 (CL1), Classifier 2 (CL2), and Classifier 3 (CL3), yields an accuracy of more
than 75%. Also, the three NB classifiers produces the highest accuracy (more
than 95%) as compared to the other classifiers. As observed from Table 1, NB
classifier maintains a fine trade-off between the accuracies and the computational
time taken to process the result.

Table 1. Accuracies of the classifiers obtained during training for 9 subjects

S.ID SVM NB LDA kNN

CL1 CL2 CL3 CL1 CL2 CL3 CL1 CL2 CL3 CL1 CL2 CL3

1 88.2 82.3 76.4 100 100 94.1 82.3 82.3 76.4 88.2 82.3 76.4
2 76.4 76.4 76.4 100 100 94.1 82.3 82.3 76.4 88.2 88.2 82.3
3 88.2 70.5 70.5 100 100 94.1 82.3 76.4 70.5 88.2 76.4 76.4
4 82.3 82.3 76.4 94.1 100 100 88.2 76.4 76.4 82.3 82.3 76.4
5 76.4 70.5 70.5 100 94.1 100 82.3 76.4 70.5 82.3 82.3 76.4
6 88.2 70.5 70.5 100 100 94.1 88.2 88.2 76.4 88.2 82.3 82.3
7 82.3 88.2 82.3 94.1 94.1 100 82.3 88.2 82.3 76.4 76.4 88.2
8 76.4 82.3 82.3 94.1 94.1 94.1 76.4 82.3 82.3 76.4 82.3 88.2
9 82.3 76.4 76.4 94.1 94.1 100 76.4 82.3 82.3 82.3 82.3 82.3

Avg. 82.3 77.7 75.8 97.3 97.3 96.7 82.3 81.7 77.1 83.6 81.7 81.0

C.T. 0.3107 0.0541 0.0330 0.0338

We have also employed Friedman Test [18] to statistically validate our results.
The significance level is set at α =0.05. The null hypothesis here, states that
all the algorithms are equivalent, so their ranks should be equal. We consider
the mean classification accuracy (from Table 2) as the basis of ranking. Table 2
provides the ranking of each classifier algorithm.

Now, from Table 2, the χ2
F for the three classifiers (CL1, CL2, CL3) =

(16.44, 17.76, 20.61) >= 9.488, So, the null hypothesis, claiming that all the
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Table 2. Accuracies of the classifiers obtained during training for 9 subjects

S.ID SVM NB LDA kNN

CL1 CL2 CL3 CL1 CL2 CL3 CL1 CL2 CL3 CL1 CL2 CL3

1 2.5 3 3 1 1 1 4 3 3 2.5 3 3
2 4 4 3.5 1 1 1 3 3 3.5 2 2 2
3 2.5 4 3.5 1 1 1 4 2.5 3.5 2.5 2.5 2
4 3.5 2.5 3 1 1 1 2 4 3 3.5 2.5 3
5 4 4 3.5 1 1 1 2.5 2.5 3.5 2.5 2.5 2
6 3 4 4 1 1 1 3 2 3 3 3 2
7 2.5 2.5 3.5 1 1 1 2.5 2.5 3.5 4 4 2
8 3 3 3.5 1 1 1 3 3 3.5 3 3 2
9 2.5 4 4 1 1 1 4 2.5 2.5 2.5 2.5 2.5

Rj 3.06 3.44 3.5 1 1 1 3.11 2.78 3.22 2.83 2.78 2.28

algorithms are equivalent, is wrong and, therefore, the performances of the al-
gorithms are determined by their ranks only. It is clear from the table that the
rank of NB is 1, claiming NB outperforms all the algorithms by Friedman Test.

4 Conclusion and Future Direction

The paper proposes a classification strategy towards discriminating between fast
and slow movement of the left and right hand. The feature vectors are prepared
using a power spectral density estimates using Welch method and are fed as
inputs to the SVM, NB, LDA and kNN classifiers. Here, we have incorporated
two levels of classification: the first level classifies between left and right move-
ment and the second level classifies between fast and slow movement. The results
show that NB classifier yields the best results with 97.1% of average classification
accuracy in 0.0541 seconds.

Based on the promising result obtained in this study, we propose to move
forward towards real-time control problems in our future study. We intend to
control the movement of a robotic arm which can further help in the development
of neuro-prosthetics in future.
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